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For some of us, today represents a world of science 
fiction. A vision thousands of years old. 

~1942
Asimov envisioned a world 

of AI, rules by the three laws 
of robots.

~400BCE 
The legend of Talos, a giant bronze guardian 
of Crete from ancient Greek myth, represents 

one of the earliest notions of a mechanical 
being with (albeit mythical) autonomy

“If every tool, when ordered, or even 
of its own accord, could do the work 
that befits it... then there would be 
no need either of apprentices for 
the master workers or of slaves for 
the lords.” - Aristotle (384BC)

“It is customary to offer a 
grain of comfort, in the form 
of a statement that some 
peculiarly human 
characteristic could never be 
imitated by a machine. I 
cannot offer any such 
comfort, for I believe that no 
such bounds can be set.” - 
Alan Turing, 1951



AI Isn’t A New Term

Coined in 1955 by 
John McCarthy and 
strong engineering 
roots in the 1800s.

https://digitalwellbeing.org/artificial-intelligence-timeline-infographic-from-eliza-to-tay-and-beyond/



So What Happened?



We had some 
breakthroughs in our 
models. One critical 
breakthrough was 

“transformers”.



We realized more 
data + compute + 

model size = 
predictably better 

performance. 

We call those the 
“scaling laws of 

AI”



Which meant 
better hardware 
(GPUs)

The trend is that 
our computational 
requirements 
increase 4x every 
year!



So our models got better, and in many 
cases, better than humans.



Deep Blue beat kasparov in 1996



In 2015 we saw AI advance past human capabilities in image recognition 



Now, it 
outperforms 
humans in 
many other 
categories



As smart as it seems to be, it does 
some pretty stupid/harmful things too.



https://www.anthropic.com/research/agentic-misalignment



““How could something play like a god, 
then play like an idiot in the same 

game” – Kasparov in an NPR interview 
after losing to Deep Blue



Which leaves us with a lot of ethical challenges in a field 
called “Responsible AI”.



However, the market impact (today) is tremendous 
across many areas (personal and business).

https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-state-of-aihttps://hai.stanford.edu/assets/files/hai_ai_index_report_2025.pdf



What are AI Agents and how is this 
different from AI?



Human AI Agent Environment

action

feedback

Model inspired by anthropic

AI agents are AI Systems that autonomously 
plan and execute complex tasks

Open Ended

Difficult To Predict

Non Deterministic
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What’s the most reduced version of an 
agent? 



Most Agents Today Are Not Autonomous

https://arxiv.org/pdf/2506.12469



Single vs. Multi-Agent 
Systems

Multi-Agent

When we pair multiple 
agents together, this is 
called multi-agent.

Sometimes it’s 
orchestrated. 



As we increase the 
volume of agents 
that connect over 
protocols, we 
explode the attack 
area. 

Likely a sparse 
graph of 
bidirectional edges.



Multi-Agent System 
Failure Taxonomy 
(MAST) 

Different than single 
agent failures (or AI 
failures)

https://arxiv.org/abs/2503.13657



This becomes even further 
exacerbated as we start to think 

across trust boundaries.



Projects like MIT’s 
Project NANDA are 

focused on the 
agentic web and 
assumes agents 
will need to cross 
trust boundaries.



With Major Questions on 
Switch vs. Upgrades

https://github.com/aidecentralized/nandapapers/blob/main/v0.3%20Upgrade%20or%20Switch%20-%20Do%20We%20Need%20a%20New%20Registry%20Architecture%20for%20the%20Internet%20of%20AI%20Agents.pdf
https://github.com/aidecentralized/nandapapers/blob/main/v0.3%20Upgrade%20or%20Switch%20-%20Do%20We%20Need%20a%20New%20Registry%20Architecture%20for%20the%20Internet%20of%20AI%20Agents.pdf


Systematically, we will start to achieve 
higher value as we start to connect 

more “agents”



So trust networks for agents will 
become more important was we try to 
make decisions about which agents to 

believe in.



AI

Agent

Multi Agent Systems(MAS)

Agentic Web

High Control / Low Error 
Propagation / Lower Trust 
Infrastructure Requirements / 
Lower Value Capture

Low Control / High Error 
Propagation / Higher Trust 
Infrastructure Requirements /
Higher Value Capture

4 System Layers 
Progressively More Risk / Less Control / And Higher Value Proposition



A2A Messaging Interaction interoperability State ManagementDiscovery

NANDA: Collaborative Agentic AI Needs Interoperability Across Ecosystems – MAY 2025

Building Blocks For The Agentic Web

Identity

https://arxiv.org/abs/2505.21550


AI Agent Identity? What Is It? 



Different concerns when dealing with NHI.
https://cloudsecurityalliance.org/artifacts/state-of-non-human-identity-security-survey-report



Dynamic capabilities

https://softwareanalyst.substack.com/p/the-complete-guide-to-the-growing

Human in the loop requirements

There’s going to be a lot more 
of them, and it costs very 
little to create a new one…

Lifecycle management

Larger need for interoperability

Need for more dynamic policies



We have some system in place for handling NHIs.

https://spiffe.io/

Workload Identity in Multi System 
Environments (wimse)

https://datatracker.ietf.org/wg/wimse/about/
https://datatracker.ietf.org/wg/wimse/about/


What’s Different About AI Agentic 
Identity vs. Traditional Workload 

Identity?



Identity For AI Agents Has Much More Information, and It Is 
Dynamic

Agent Facts

ID

Name

Endpoints

Usage Format

Certification

Capabilities

Discovery

Security

Attestations

Identity & Integrity Attestations

Runtime & Environment 
Attestations

Certification & Compliance 
Attestations

Capability & Performance 
Attestations

Delegation & Governance 
Attestations

Other Attestations

Goals

Context



Some People are working on the “Know Your Agent 
Problem (KYA)”

https://skyfire.xyz/product/https://modelcontextprotocol-identity.io/

Thousands of MCP Servers already!



Summary of Challenges with Traditional IAM

Coarse-Grained and Static 
Permissions

Single-Entity Focus vs. 
Complex Delegations

Limited Context Awareness

Scalability Issues with 
Token/Session Management

Dynamic Trust Models & 
Inter-Agent Authentication

NHI Proliferation and 
Management Crisis

Global Logout/Revocation 
Complexity

Autonomy and Potential 
Unpredictability

Ephemerality and Dynamic 
Lifecycles

Evolving Capabilities and 
Intent

Need for Verifiable 
Provenance and 

Accountability

Preventing Autonomous 
Privilege Escalation

Risks of Over-Scoping 
Access and Permissions

Secure and Efficient 
Cross-Agent Communication

& Collaboration

Actions Taken May Not 
Directly Correlate to Human

Requests

Traditional IAM Insufficiencies Unique MAS Challenges



Yes, we’ve had problems before, but 
generally we had more manageable 

ways of handling this. 



Sybil Attacks represent 
one of many threats to 
functional AI Agent 
Identity.

Great case study is 
software supply chain. 

https://www.geeksforgeeks.org/ethical-hacking/sybil-attack/

A Sybil Attack in peer-to-peer networks involves a single entity operating 
multiple simultaneous fake identities to undermine reputation systems and 
gain majority influence for malicious actions, similar to a hacker creating 
numerous fake social media accounts to rig a poll by secretly controlling 
multiple identities that appear as real users. 



Much more context needed, including hardware 
attestations

https://learn.microsoft.com/en-us/azure/confidential-computing/trusted-execution-environment



Human AI Agent Environment

action

feedback

Model inspired by anthropic

AI agents are AI Systems that autonomously 
plan and execute complex tasks

Open Ended

Difficult To Predict

Non Deterministic



Personhood Credentials
The “Killer” Credential



Personhood Credentials Approaches

https://vitalik.eth.limo/general/2023/07/24/biometric.html



Verified Person Delegations. On behalf of. 

https://www.media.mit.edu/publications/authenticated-delegation-and-authorized-ai-agents/



The Delegation Chain May Get Quite Deep And Large

https://www.media.mit.edu/publications/authenticated-delegation-and-authorized-ai-agents/



Agent Life Cycle | Delegation Challenges

Agent A ( Scope A) Agent B ( Scope B)

Agent C ( Scope A’) Agent D ( Scope B’)

Agent E ( Scope A’+B’???)

spawns or delegates

Resource A Resource B



Trusted AI Agents WG Starting Next Month!
First Work Item : Agent Authority Use Cases!



Access Control Systems



We’re trying to figure this out, but 
there’s different schools of thought on 
how this should be done, and many will 

not be mutually exclusive….



Revocation

https://alanhkarp.com/UseCases.pdf

Basic Access 
Control

Delegation

Chained 
Delegation

Independent 
Delegations

Composed
Delegations

Dynamic

Attenuated

Chained

Composable

Accountable

Revocable

Cross 
Jurisdictional



Category Method Description
1. Traditional Enterprise Models RBAC (Role-Based Access Control) Access based on roles/privileges

ABAC (Attribute-Based Access Control) Context-rich, attribute-evaluated access
PBAC (Policy-Based Access Control) Goals-oriented and rule-driven

2. Context, Relationship, & 
Risk-Aware Controls

ReBAC / GBAC (Relationship/Graph-Based 
Access Control)

Leverages entity relationships and graphs

NBAC (Need-Based Access Control) Dynamic, based on immediate operational need
ZBAC (Zone-Based Access Control) Access based on zones (e.g., network or geo boundaries)

IBAC (Integer-Based Access Control) Uses numerical ranges for high-performance enforcement

RAdAC (Risk-Adaptive Access Control) Balances access against real-time risk assessments
3. Token-Based Delegation OAuth / OIDC, JWTs Web-standard delegation mechanisms

Macaroons Includes constraints ("caveats") for fine-grained control

4. Capability-Based Methods OCaps (Object Capabilities) Unforgeable references granting explicit rights
ZCAP-LD, UCAN Decentralized, verifiable capability mechanisms (explored for agents)

5. Decentralized Identity & 
Credential Models

VC-Based Access (Verifiable Credentials) Access via cryptographically signed credentials

DIDComm Delegation / Trust Registries Leverages decentralized identity frameworks
KERI / CESR Event-driven key and delegation management models

6. Crypto-Policy Hybrids SPKI/SDSI, KeyNote, X.509 Attribute 
Certificates, Proof-of-Possession Tokens

Merge PKI with operational authorization

7. Emerging Agent-First Models GNAP Designed for agent and API-first environments
OAuth (IETF Extensions) Extensions under development at IETF
Zero-Trust Framework for Agentic AI A Novel Zero-Trust Identity Framework for Agentic AI

ZTAuth ZTAuth Research

Difference Schools Of Thought On Access Control Systems

https://lnkd.in/g48aEf8P
https://lnkd.in/gaq9gyj5


And we need some pretty capable 
policy systems. 



Static & Deterministic 
Policies

+

Dynamic Policy & 
Non-deterministic?

https://github.com/trailofbits/publications/blob/master/reports/Policy_Language_Security_Comparison_and_TM.pdf



A2A Messaging Interaction interoperability State ManagementDiscovery
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https://arxiv.org/abs/2505.21550


Communication Protocols



Protocols For Agents Communication

https://arxiv.org/pdf/2504.16736



DIDComm TSP

Secure and Private Communication 



Protocols For Agents Communication

Many protocols 
not mutually 
exclusive

https://google-a2a.github.io/A2A/latest/#intro-to-a2a-video



Scaling Discovery



NANDA Index : Hybrid Layer Static + Dynamic

NANDA proposes a 
multi-layer 
architecture. 

Static, lean index 
layer

Dynamic, 
decentralized layer.



Assets / Content



Content Trust Networks are 
more important w/ AI 

Agents!

https://c2pa.org/



Evaluation / Security Frameworks



MCP Security Threats 

https://www.linkedin.com/posts/andorsk_top-security-threats-t
o-mcp-tool-activity-7356005636234514432-YWnL?utm_sourc
e=share&utm_medium=member_desktop&rcm=ACoAAApJKR
QB-pHS6YKdWFhixpVdfieZSacrt9Y

Paper here: https://arxiv.org/html/2504.08623v1

MCP ( and other protocols ) 
introduce challenging security 
models to fully realize the value 
of the protocol.

People are working on it!

https://www.linkedin.com/posts/andorsk_top-security-threats-to-mcp-tool-activity-7356005636234514432-YWnL?utm_source=share&utm_medium=member_desktop&rcm=ACoAAApJKRQB-pHS6YKdWFhixpVdfieZSacrt9Y
https://www.linkedin.com/posts/andorsk_top-security-threats-to-mcp-tool-activity-7356005636234514432-YWnL?utm_source=share&utm_medium=member_desktop&rcm=ACoAAApJKRQB-pHS6YKdWFhixpVdfieZSacrt9Y
https://www.linkedin.com/posts/andorsk_top-security-threats-to-mcp-tool-activity-7356005636234514432-YWnL?utm_source=share&utm_medium=member_desktop&rcm=ACoAAApJKRQB-pHS6YKdWFhixpVdfieZSacrt9Y
https://www.linkedin.com/posts/andorsk_top-security-threats-to-mcp-tool-activity-7356005636234514432-YWnL?utm_source=share&utm_medium=member_desktop&rcm=ACoAAApJKRQB-pHS6YKdWFhixpVdfieZSacrt9Y
https://arxiv.org/html/2504.08623v1


Many exploits 
can remotely 
execute code 
on someone’s 
computer.



Let’s Talk Attack Surfaces!

If each agent exposes t tools/APIs and holds r resource bindings (keys, queues, 
DBs), the attachable “surface units” per agent grow roughly linearly; across the 
system:

Informal models I created for presentation. 
Needs academic review and continuation.



Let’s Talk Attack Surfaces!

Informal models I created for presentation. 
Needs academic review and continuation.*



Let’s Talk Attack Surfaces!



Agentic Networks

Bootstrap Trust

2

Initial Discovery

1

Private / Deep Discovery

3

Capability 
Negotiation

4

Collaboration

5

NANDA Index DIDs Agent Facts

ACNBPA2A/MCP/NLWeb etc



time

Security Frameworks For AI 
Agents Today

Framework
TRiSM ( Trust, Risk, and Security Management) 4 Pillars: Explainability, ModelOps, Application Security, and Model Privacy
AIVSS (OWASP AI Vulnerability Scoring System) Scoring system for AI Vulnerability by OWASP
MAESTRO  ( Multi-Agent Environment, Security, 
Threat, Risk, and Outcome ) 

A seven-layer reference architecture described by Ken Huang, allowing us to understand 
and address risks at a granular level.

STRIDE ( Spoofing, Tampering, Repudiation, 
Information Disclosure, Denial of Service, and 
Elevation of Privilege ) 

A threat model developed by Microsoft to identify potential security threats in software and 
systems

PASTA ( Process for Attack Simulation and Threat 
Analysis )

PASTA is a seven-stage threat modeling methodology that combines business objectives 
with technical requirements to deliver a complete risk analysis of potential threats.

LINDDUN ( Linkability, Identifiability, 
Non-repudiation, Detectability, Disclosure of 
information, Unawareness, and Non-compliance )

Privacy focused threat model. 

OCTAVE ( Operationally Critical Threat, Asset, and 
Vulnerability Evaluation ) 

Aligns security efforts with the organization's overall risk management strategy

VAST ( Visual, Agile, and Simple Threat Modeling ) Agile Development
Trike System Modeling Framework 

https://arxiv.org/pdf/2506.04133
https://aivss.owasp.org/
https://cloudsecurityalliance.org/blog/2025/02/06/agentic-ai-threat-modeling-framework-maestro
https://en.wikipedia.org/wiki/STRIDE_model
https://threat-modeling.com/pasta-threat-modeling/
https://www.open.edu/openlearncreate/mod/page/view.php?id=201450
https://www.purestorage.com/knowledge/octave-threat-model.html
https://threatmodeler.com/innovation-lab/vast/
https://threat-modeling.com/trike-threat-modeling/


Governance And Regulation



Agents are not liable. But the operators of them might be. 
This is a new risk surface for many organizations.

 
Work is happening to explore how to evaluate liability when an agent is in the middle. There is precedence. In the 

U.S, the Uniform Electronics Transaction Act.
https://www.dazzagreenwood.com/p/when-ai-agents-conduct-transactions



https://www.techieray.com/GlobalAIRegulationTracker

https://hai.stanford.edu/assets/files/hai_ai_index_report_2025.pdf



Who’s Pushing Things Forward?



Trusted AI Agents WG / Content Authenticity Working Group

AI & Human Trust WG / Trust Spanning Protocol

MIT Project NANDA ( NANDA Index )

Artificial Intelligence Identity Management Community Group

AI Preferences, GNAP, oAuth + Extensions, WIMSE, SPIFFE

AI Agent Protocol Community Group

Credebl, ToIP, Linux Foundation Digital Trust, C2PA

Yes, there’s 
more!

(sorry If I don’t 
have something 
you think should 

be there!)….

Respond in the 
chat about an 
effort you think 

should have 
been listed!

MAESTRO

AIVSS



Major Areas Of Innovation



Discovery

Access Controls ( Authorization and Authentication ) / Delegation

Agentic Registries 

Trust/Attestation Chains

Observability / Interpretability

Privacy Preserving Communication/Compute

Agent Governance/Policy

Human Experience

Human in the Loop Flows

Interoperability



Thank You. Want the Slides? 
They’ll also be uploaded on my socials 

later.



Agent Life Cycle

Models

Models

time

Long Lived Agent

Eph. Agent Eph. Agent Eph. Agent Eph. Agent Eph. Agent
Agent Plane

Model Plane 
(LLMs)

Service A

Service B
Service Plane

Application 
Layer

App v1

App v2


